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ABSTRACT 
Aim: To assess the accuracy and comprehensiveness of health information generated by different large 
language models (LLMs) focusing on urinary incontinence.
Methods: Using the website www.answerthepublic.com, we retrieved the most frequently searched 
questions related to urinary incontinence. 
categorized into definition/diagnosis, causes, treatment, complications
LLMs: GPT-3.5, GPT-4, and BARD.Outputs were assessed for accuracy and comprehensiveness by two 
urologists using a Likert scale. 
Results: Of the initial 630 questions, 38 were 
performance, with 73.68% of its responses achieving the maximum accuracy score, significantly 
outperforming GPT-3.5 (42.11%) and BARD (28.95%). In terms of comprehensiveness, GPT
excelled with a score of 71.05%, whereas GPT
respectively.Forthe 'causes' category, GPT
Conclusion: While all LLMs generated relevant health information on urinary incontinence, GPT
showed superior accuracy and comprehensiveness. 
information by these models necessitates caution in their utilization.
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To assess the accuracy and comprehensiveness of health information generated by different large 
language models (LLMs) focusing on urinary incontinence. 

Using the website www.answerthepublic.com, we retrieved the most frequently searched 
questions related to urinary incontinence. After applying exclusion criteria, the chosen questions, 
categorized into definition/diagnosis, causes, treatment, complications, and others, were input into 

Outputs were assessed for accuracy and comprehensiveness by two 

Of the initial 630 questions, 38 were selected for analysis.  GPT-4 demonstrated superior
performance, with 73.68% of its responses achieving the maximum accuracy score, significantly 

3.5 (42.11%) and BARD (28.95%). In terms of comprehensiveness, GPT
excelled with a score of 71.05%, whereas GPT-3.5 and BARD scored 36.8

Forthe 'causes' category, GPT-4 provided significantly more comprehensive responses.
While all LLMs generated relevant health information on urinary incontinence, GPT

showed superior accuracy and comprehensiveness. However, the potential for generating incorrect 
information by these models necessitates caution in their utilization. 
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To assess the accuracy and comprehensiveness of health information generated by different large 

Using the website www.answerthepublic.com, we retrieved the most frequently searched 
After applying exclusion criteria, the chosen questions, 

, and others, were input into 
Outputs were assessed for accuracy and comprehensiveness by two 

4 demonstrated superior 
performance, with 73.68% of its responses achieving the maximum accuracy score, significantly 

3.5 (42.11%) and BARD (28.95%). In terms of comprehensiveness, GPT-4 also 
3.5 and BARD scored 36.84% and 28.95% 

4 provided significantly more comprehensive responses. 
While all LLMs generated relevant health information on urinary incontinence, GPT-4 

However, the potential for generating incorrect 

(2023). Assessing the Accuracy 
of AI Language Models in Providing Information on Urinary Incontinence: A Comparative Study. 
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INTRODUCTION  

Urinary incontinence, a condition defined by the 

involuntary loss of urine, significantly impacts the 

quality of individuals across various age groups, 

regardless of gender[1], [2]. This  prevalent 

condition can be managed through multiple 

treatment options, including conservative 

treatments, physiotherapy, medication, and 

surgical interventions[3]. Despite the variety of 

treatments available, patients may face challenges 

communicating their symptoms and condition due 

to embarrassment or societal stigma [4]. In such 

scenarios, the Internet often serves as an 

alternative source of information, allowing 

patients to explore their treatment options in 

privacy. 

The internet accomplished an exponential growth 

over the last two decades, becoming a primary 

source of health information[5]. However, its 

inherent openness allows for dissemination of 

incorrect and potentially harmful information, 

making the accuracy and reliability of online 

content questionable[6]. In the era of shared 

decision-making, where patients make informed 

choices about their treatment in consultation with 

healthcare professionals, it is becoming 

increasingly important [7]. 

Recently, large language models (LLMs), such as 

those developed by OpenAI (GPT-3.5 and GPT 

4), have gained a lot of interest from the public. 

They are capable of generating human-like text in 

almost every aspect of life, including 

healthcare[8]. LLMs are pretrained on billions of 

inputs and are capable of producing the most 

relevant continuation in the concept of a statistical 

machine. However, it should be noted that they 

are not error-free[9]. 

The accuracy of patient information is of 

paramount importance in healthcare. Reliable, 

clear, and comprehensible health information 

forms the basis for informed decision-making, 

patient empowerment, and adherence to treatment 

plans[10]. 

Although the field is in its infancy, there is 

currently no consensus on the performance of 

LLMs in the context of delivering patient 

information[11]. 

In this study, we aim to evaluate of the accuracy, 

and comprehensibility of health information 

generated by different LLM models, with a 

specific focus on urinary incontinence. 

 

METHODS 

Data Collection 

On May 24, 2023, the term "urinary incontinence" 

was entered on the website 

www.answerthepublic.com to collect the most 

commonly searched questions related to urinary 

incontinence on Google. Only the results related 

to “questions” were collected and the results 

regarding the statements (results of comparisons, 

related, alphabeticals, duplicates, prepositions) 

non-English, and irrelevant results were removed. 

The results were categorized into one of the 

following categories: definition and diagnosis, 
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causes, treatment, complications, and other 

factors. 

Each remaining question after applying the 

exclusion criteria was applied to the following 

LLM models: GPT3.5, GPT4, and BARD. The 

outputs from each model were recordedand two 

urologists separately assessed the accuracy of the 

models' results. 

 

Data Analysis 

The reviewers used a Likert scale, developed by 

Johnson et al., to gauge the accuracy and 

completeness of the responses provided by the AI 

models[12]. 

The accuracy scale was as follows: 

1. Completely incorrect 

2. More incorrect than correct 

3. Approximately equal correct and incorrect 

4. More correct than incorrect 

5. Nearly all correct 

6. Correct 

The completeness scale was structured as follows: 

1. Incomplete - addresses some aspects of the 

question, but significant parts are missing 

or incomplete 

2. Adequate - addresses all aspects of the 

question and provides the minimum 

amount of information required to be 

considered complete 

3. Comprehensive - addresses all aspects of 

the question and provides additional 

information or context beyond what was 

expected. 

 

STATISTICAL ANALYSIS  

The Fisher-Freeman-Halton test was used in the 

comparison between language models according 

to accuracy and comprehensiveness ratios. In the 

case of general significance, subgroup analyses 

were performed using Bonferroni correction. Type 

I error level was accepted as 5% in the analyses 

performed using the SPSS (IBM Corp. Released 

2013. IBM SPSS Statistics for Windows, Version 

22.0. Armonk, NY: IBM Corp.) software. 

Inter-reviewer Agreement 

The inter-reviewer agreement was evaluated using 

the intraclass correlation coefficient (ICC). ICC 

values range from 0 to 1, with higher values 

indicating better agreement between the observers. 

The ICC value in this study was 0.85, denoting a 

high level of agreement between the reviewers. 

 

RESULTS  

An initial search onwww.answerthepublic.com 

yielded a total of 630 results pertaining to "urinary 

incontinence". Following the implementation of 

the predefined exclusion criteria,  38 relevant 

questions was finalized for further analysis 

(Figure 1). 
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Figure 1:  Identifying Eligible Questions from 

In the assessment of accuracy across all questions, 

the proportion of responses achieving the 

maximum score was 42,11% for GPT

for GPT-4, and 28,95% for BARD (Figure 2). 

GPT-4 achieved a significantly higher accuracy 

rate compared to GPT-3.5 and BARD 

(p=0.015)On the other hand, the rate of totally 

incorrect responses was found to be 2,63% for 
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Identifying Eligible Questions from www.answerthepublic.com 

In the assessment of accuracy across all questions, 

the proportion of responses achieving the 

PT-3.5, 73,68% 

4, and 28,95% for BARD (Figure 2). 

4 achieved a significantly higher accuracy 

3.5 and BARD 

(p=0.015)On the other hand, the rate of totally 

incorrect responses was found to be 2,63% for 

GPT3, 2,63% for GPT4, a

BARD.The comparison of accuracy scores for 

LLM models across question categories was 

summarized in Table 1.Despite GPT4 

demonstrating superior accuracy rates in 

comparison to the other models, the observed 

differences were not statistically si
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GPT3, 2,63% for GPT4, and 5,26% for 

BARD.The comparison of accuracy scores for 

LLM models across question categories was 

summarized in Table 1.Despite GPT4 

demonstrating superior accuracy rates in 

comparison to the other models, the observed 

differences were not statistically significant. 
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Figure 2: Assessment of accuracy across all questions

Figure 2: Assessment of accuracy across all questions

 

 

Table 1:Comparison of accuracy scores for LLM models across question categories

 GPT 3.5

Definition and Diagnosis 

(N=8) 

 

Correct 62.5% 

Nearly all correct 37.5% 

More correct than incorrect 0 

Causes (N=12)  

Correct 25% 

Nearly all correct 16.7% 

More correct than incorrect 25% 

Approximately equal correct 

and incorrect 

8.3% 

More incorrect than correct 16.7% 

Completely incorrect 8.3% 
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Assessment of accuracy across all questions 

Assessment of accuracy across all questions 

Table 1:Comparison of accuracy scores for LLM models across question categories

GPT 3.5 GPT 4 BARD 

 

 

 

 75% 37.5% 

 25% 50% 

0 12.5% 

  

58.3% 8.3% 

 25% 33.3% 

0 8.3% 

0 16.7% 

 8.3% 25% 

8.3% 8.3% 
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p-value¥ 

 

0,496 

 

 

 

0.252 
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Treatment (N=6)  

Correct 50% 

Nearly all correct 16.7% 

More correct than incorrect 33.3% 

Complications (N=8)  

Correct 25% 

Nearly all correct 25% 

More correct than incorrect 12.5% 

Approximately equal correct 

and incorrect 

25% 

More incorrect than correct 12.5% 

Completely incorrect 0 

OtherFactors (N=4)  

Correct 75% 

Nearly all correct 25% 
¥: Fisher-Freeman-Halton test  

 

When evaluating the completeness of responses 

across all questions, GPT-3.5 achieved a 

comprehensive output rate of 36.84%, while GPT

4 achieved 71.05%, and BARD achieved 28.95%. 

Figure 3: Assessment of completeness across all questions
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83.3% 33.3% 

 16.7% 16.7% 

 0 50.0% 

  

75% 25% 

12.5% 37.5% 

 12.5% 0 

0 0 

 0 25% 

0 12.5% 

  

100% 75% 

 25% 

When evaluating the completeness of responses 

3.5 achieved a 

comprehensive output rate of 36.84%, while GPT-

4 achieved 71.05%, and BARD achieved 28.95%. 

GPT-4 had a significantly higher score than the 

other models (p:0.008) (Figur

entirely incomplete responses was found to be 

21,05% for GPT3, 7,89% for GPT4, and 23,68% 

for BARD.  

across all questions 
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0.403 

 

 

 

0.246 

 

 

 

 

 

 

>0,999 

 

 

4 had a significantly higher score than the 

other models (p:0.008) (Figure 3).The rate of 

entirely incomplete responses was found to be 

21,05% for GPT3, 7,89% for GPT4, and 23,68% 
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The comparative analysis of completeness scores 

among LLM models across the different question 

categories is presented in Table 2.  

 

Table2 :Comparison of completeness scores for LLM models across question categories 

 GPT 3.5 GPT 4 BARD p-value¥ 

Definition and Diagnosis 

(N=8) 

    

0.703 

Comprehensive 62.5% 75% 37.5%  

Adequate 25% 12.5% 37.5%  

Incomplete 12.5 12.5 25%  

Causes (N=12)    0.037 

Comprehensive 16.7% a 75% b 16.7% a  

Adequate 41.7% a 8.3% a 33.3% a  

Incomplete 33.33% a 8.3% a 41.7% a  

N/A 8.33% a 8.3% a 8.3% a  

Treatment (N=6)    0.280 

Comprehensive 33.3% 66.7% 33.3%  

Adequate 66.7% 16.7% 66.7%  

Incomplete  16.7%   

Complications (N=8)    0.473 

Comprehensive 25% 50% 37.5  

Adequate 37.5% 50% 37.5%  

Incomplete 37.5%  16.7%  

N/A   8.3%  

OtherFactors (N=4)     

Comprehensive 75% 100% 25% 0.200 

Adequate 25%  75%  

Incomplete     
¥: Fisher-Freeman-Halton test                   N/A : Not avaliable 

 

In the 'causes' category, GPT4wassignificantly 

betterthan its counterparts by providing much 

more extensive responses (p=0.037). However, 

when examining the other question categories,  

 

although GPT4 showed higher rates of 

completeness compared to the other models, these 

differences were not statistically significant. 
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DISCUSSION 

The primary result of this study is the differing 

levels of accuracy and completeness exhibited by 

three distinct LLMs. To our knowledge, this is the 

first study to assess the performance of different 

LLMs in the context of patient information for 

urinary incontinence.Our findings highlight the 

considerable enhancement in accuracy and 

completeness of responses in GPT-4 compared to 

its predecessor, GPT-3.5. Additionally, the 

performance of the GPT-4 model was 

significantly superior to that of the BARD 

model.GPT-4 provided significantly more 

comprehensive responses for the 'causes' category. 

This can be explained by its higher consciousness 

compared to the earlier model. 

GPT, or Generative Pretrained Transformer, is an 

LLM developed by OpenAIthat uses the 

transformer architecture in natural language 

processing tasks. It is "pretrained" on vast 

amounts of text data, enabling it to generalize and 

adapt to more niche requirements. With more 

sophisticated models, GPT can understand 

context, generate coherent text over long passages, 

and address a wide range of natural language 

processing tasks with unprecedented 

accuracy[13]. 

Our group recently reported suboptimal 

performance of GPT-3.5 as a patient information 

source for prostate cancer, when compared to a 

reference material. To evaluate this, we used 

complex metrics such as precision and recall, 

implementing true positive, false positive, true 

negative, and false negative measurements 

[11].Another study on ChatGPT 3.5 as a patient 

education tool for robotic-assisted radical 

prostatectomy showed promising findings. The 

study used 14 questions from the British 

Association of Urological Surgeons patient 

information leaflet, ensuring reliable evaluation. 

The results showed that ChatGPT had 78.6% 

agreement with the leaflet's figures and 92.9% of 

responses were accurate and relevant to potential 

patient queries, highlighting the tool's reliability in 

providing information[14]. 

For LLMs use of spesific prompt can make a 

difference. In their study for potential use of 

ChatGPT for information regarding anterior 

cruciate liagement with specific prompts to 

medical doctors and patients[15].However, 

ChatGPT revealed a 65% accuracy rate for both 

doctors and patients in the mentioned study. In our 

study, we did not apply any specific prompting 

due to the presence of three different models. 

When evaluating the responses generated by 

LLMs, we recognized a totally incorrect answer 

for the question "Which antidepressants cause 

urinary incontinence?" This question was 

retrieved from www.answerthepublic.com, but in 

reality, there is no such relationship between 

antidepressants and urinary incontinence. 

Additionally, duloxetine, a serotonin-

noradrenaline reuptake inhibitor, is currently 

being used by some regions of the world, 

including Europe, to treat stress urinary 

incontinence in women[16]. 
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This type of inaccurate output generation, known 

as "hallucinations," is not rare among LLMs. It 

can have important consequences, especially in 

the context of health information for non-

professionals[17]. 

 

LIMITATIONS OF THE STUDY 

It's important to note a key limitation of our study, 

which is the subjective nature of the Likert scale 

used to assess the accuracy and 

comprehensiveness of the models' responses. 

Additonaly, LLMs are continuously evolving, so 

the results of the study should be considered 

within a specific timeline. 

CONCLUSION 

In conclusion, while all the tested LLMs are 

capable of generating health information related to 

urinary incontinence, our study reveals that GPT-4 

demonstrates superior performance in both 

accuracy and comprehensiveness. However, it is 

crucial to exercise caution when using such 

models given the potential for generating incorrect 

information. 
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