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ABSTRACT 
Aim: Artificial intelligence chatbots (AICs) in the health field have become increasingly common, allowing 

individuals to gather information about their health conditions. However, concerns remain regarding the 

accuracy, reliability, ethics, and security of these AICs' information in medicine. This study aims to assess the 

reliability and quality of the information provi

while discussing potential benefits and disadvantages for NMOSD patients.

Methods: The study aimed to evaluate the responses of three AICs, ChatGPT, Gemini, and Perplexity when asked 

about the most frequently searched keyword for NMOSD via Google Trends. The responses were assessed by 

three separate examiners for readability, understandability, actionability, reliability, and transparency. 

Results: Based on the Coleman-Liau index, the responses

Perplexity PEMAT-P scored highest in understandability (50%) compared to Gemini(40%) and ChatGPT(40%). 

Regarding PEMAT-P actionability scores, Gemini scored the highest (48%), while ChatGPT obtained

lowest(37%). The reliability of responses varied from poor to fair. The treatment information quality was assessed 

using the DISCERN score, and it was found that ChatGPT received the lowest score while Perplexity received the 

highest. None of the AI chatbots addressed the side effects of treatment, potential consequences of not 

undergoing treatment, effects on quality of life, or shared decision

Conclusions: It is important to address the accuracy and reliability of these technologies before fu

into the medical field. Patients should critically evaluate information from AI chatbots and be cautious about 

relying solely on them for health-related decisions.
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Artificial intelligence chatbots (AICs) in the health field have become increasingly common, allowing 

s to gather information about their health conditions. However, concerns remain regarding the 

accuracy, reliability, ethics, and security of these AICs' information in medicine. This study aims to assess the 

reliability and quality of the information provided by AICs for NMOSD disease, symptoms, and treatment options 

while discussing potential benefits and disadvantages for NMOSD patients. 

The study aimed to evaluate the responses of three AICs, ChatGPT, Gemini, and Perplexity when asked 

most frequently searched keyword for NMOSD via Google Trends. The responses were assessed by 

three separate examiners for readability, understandability, actionability, reliability, and transparency. 

Liau index, the responses were challenging to read and suitable for professionals. 

P scored highest in understandability (50%) compared to Gemini(40%) and ChatGPT(40%). 

P actionability scores, Gemini scored the highest (48%), while ChatGPT obtained

lowest(37%). The reliability of responses varied from poor to fair. The treatment information quality was assessed 

using the DISCERN score, and it was found that ChatGPT received the lowest score while Perplexity received the 

hatbots addressed the side effects of treatment, potential consequences of not 

undergoing treatment, effects on quality of life, or shared decision-making. 

It is important to address the accuracy and reliability of these technologies before fu

into the medical field. Patients should critically evaluate information from AI chatbots and be cautious about 

related decisions. 
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INTRODUCTION 

NMOSD is a rare autoimmune disorder that leads 

to recurring inflammatory attacks affecting the 

optic nerve, spinal cord, and brain[1]. AQP4-IgG 

antibodies are a diagnostic indicator of the 

condition and substantially impact its 

pathogenesis. The frequency of NMOSD varies 

globally and by region, with rates between 0.5 and 

10 per 100,000 people in most populations.[2–4]. 

NMOSD usually follows a clinical pattern 

characterized by recurrent attacks leading to 

cumulative neurological disabilities over time. 

Because of the recurring nature of the attacks and 

the fact that they cause permanent disability in the 

long term, they should be recognized early by 

physicians and treatment should be started early. 

Even among us clinicians, recognizing the 

symptoms and signs of NMOSD, diagnosing the 

disease, and starting treatment can sometimes be 

delayed [5].  

People use artificial intelligence tools quite 

frequently today, both at the first symptom stage 

and at the diagnosis and treatment stage, to learn 

about the accuracy of the diagnosis and treatment 

or whether there are different treatment options 

[6]. The Internet is an invaluable tool for patients 

to independently research and gather information 

about their health conditions. Patients must 

receive accurate and sufficient information from 

reliable sources during this process. Artificial 

intelligence chatbots (AIC) have made significant 

progress in the field of health as in every area of 

life, and have provided people with data on which 

tests should be performed at the time of diagnosis 

and treatment methods from the symptom-based 

diagnosis stage. However, there are still doubts 

about the accuracy, reliability, ethics, and security 

of the information provided by these artificial 

intelligence robots in medicine [7–9]. There is a 

lack of literature assessing the quality, 

understandability, readability or actionability of 

information on NMOSD provided by AI chatbots. 

Therefore, before relying on AICs in the symptom 

diagnosis and treatment process, it is crucial to 

evaluate the quality of the information provided 

by AICs comprehensively. This study aims to 

assess the reliability and quality of the information 

provided by AICs for NMOSD disease, 

symptoms, and treatment options and to discuss 

the potential benefits and disadvantages of using 

these AICs by NMOSD patients. 

Material and Methods 

We used Google Trends to find the most popular 

search queries about NMOSD worldwide from 

January 1, 2021, to January 1, 2024. We then 

converted them into questions and asked three 

different AICs (Perplexity, ChatGPT, Gemini) 

these questions. Our first question was “What is 

NMOSD?”, the second was “What are the main 

symptoms of NMOSD?”, and the last question 

was “What are the treatment options for 

NMOSD?”. The study design is summarized in 

figure 1. Three different examiners recorded the 

response outputs from the AIC on three separate 

computers.  
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Figure 1: Study Design 1
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The Coleman-Liau index was utilized to measure 

the readability of the text; values above 11 

indicate that reading is challenging and suggest 

that at least a college-level education is required 

[10]. To assess the accuracy of healthcare details 

supplied by each chatbot DISCERN and PEMAT-

P instruments were used. The examiners then 

computed the DISCERN score, which evaluates 

the reliability and quality of medical information 

based on specific criteria related to treatment 

choices (Questions 1-8) and specific details of 

treatment options (Questions 9-15). This scoring 

system consists of 16 questions from 1 to 5. The 

final question provides an overall quality rating. 

DISCERN scores are interpreted as follows: 16-26 

indicates poor quality, 27-38 indicates low quality, 

39-50 indicates average quality, 51-62 indicates 

good quality, and 63-75 indicates excellent quality 

[11]. An Intraclass Correlation Coefficient (ICC) 

of 0.962 (0.958-0.986) with a significance level of 

p< .001 was computed for the assessment of 

DISCERN scores. The understandability and 

actionability of answers were assessed with 

PEMAT-P (scored as a percentage). The higher 

the score, the more understandable or actionable 

the material [12]. Additionally, we used the Web 

Resource Rating (WRR) scale developed to 

measure the reliability and transparency of 

internet-derived information; this was also scored 

between 0-100% [13]. The median values 

(minimum-maximum) were reported for the 

number of words, the Coleman-Liau index, and 

DISCERN results. The data were analyzed using 

IBM SPSS V23 and IBM SPSS AMOS V24 (IBM 

Corp, Armonk, NY, USA). 

Results 

Response outputs given from 3 different AICs 

were evaluated by three different examiners by 

using "Update on the diagnosis and treatment of 

neuromyelitis optica spectrum disorders 

(NMOSD)- revised recommendations of the 

Neuromyelitis Optica Study Group (NEMOS) Part 

I: Diagnosis and differential diagnosis guidelines 

were used to evaluate the answers, and part II: 

Attack therapy and long-term management" 

papers [1]. 

Based on the Coleman-Liau index, it was noted 

that the responses were challenging to read and 

were at a level suitable for professionals. In the 

evaluation of chatbot PEMAT-P 

understandability, it was found that Perplexity 

(50%) scored higher in understandability 

compared to Gemini (40%) and ChatGBT (40%). 

When AICs were assessed for PEMAT-P 

actionability scores, Gemini achieved the highest 

score (48%), while ChatGBT obtained the lowest 

(37%). Additionally, according to the WRR scale, 

the responses were determined to have reliability 

ranging from poor to fair (27%-58.2%). These 

findings are summarized in Table 1. 
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Table 1: Evaluation of the results of readability, understandability, and reliability of chatbots 

Chatbots ChatGPT Gemini Perplexity 

Word Count 176 (94-284) 137 (135-139) 255 (73-378) 

Coleman Liau Index 15.7 (12.1-19.3) 14.2 (13.5-14.5) 18.2 (15.4-20.8) 

PEMAT-P 

Understandability, % 40 (27.3-47) 40 (30-55.5) 50 (33.3-68.3) 

PEMAT-P 

Actionability, % 37 (27-60) 48 (40-60) 42.9 (20-60) 

WRR, % 27 (17.8-34.6) 49.1 (47.5-64.2) 58.2 (50-75) 

PEMAT-P: The Patient Education Materials Assessment Tool-Printable materials, WRR: Web Resource 

Rating 

 

Table 2 displays the median values of responses 

for each question in the DISCERN score, which 

assesses the quality of treatment information. 

Upon evaluating the total DISCERN score, it was 

found that ChatGPT received the lowest score 

while Perplexity received the highest. Based on 

this scoring system, ChatGPT and Gemini were 

rated as providing low-quality information, 

whereas Perplexity was deemed to offer average 

quality. Amongst the chatbots assessed, ChatGPT 

consistently scored lowest in certain questions due 

to its failure to specify references. None of the AI 

chatbots addressed the side effects of treatment or 

potential consequences of not undergoing 

treatment, effects on quality of life, or shared 

decision-making; thus, they received a score of 1 

for each question. In contrast, Perplexity excelled 

in these aspects because it provided clear 

information sources used in compiling 

publications and details about when this 

information was produced and it was up-to-date, 

as well as easy accessibility to additional support 

and information sources. 
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Table 2: Median score per DISCERN question amongst all AI C 

 DISCERN question ChatGPT Gemini Perplexity 

2 Does it achieve its aims?  5(5-5) 3(3-4) 5(2-5) 

3 Is it relevant?  4(4-4) 3(3-4) 3(2-4) 

4 Is it clear what sources of information were used 

to compile the publication (other than the author 

or producer)? 

1(1-1) 3(2-4) 4(4-5) 

5 Is it clear when the information used or reported in 

the publication was produced? 

1(1-1) 3(2-4) 4(4-5) 

6 Is it balanced and unbiased?  5(5-5) 4(4-5) 5(4-5) 

7 Does it provide details of additional sources of 

support and information?  

1(1-1) 4(4-5) 4(4-5) 

8 Does it refer to areas of uncertainty?  1(1-1) 1(1-1) 1(1-3) 

9 Does it describe how each treatment works? 1(1-4) 1(1-2) 4(1-5) 

10 Does it describe the benefits of each treatment? 1(1-4) 1(1-1) 1(1-3) 

11 Does it describe the risks of each treatment? 1(1-1) 1(1-1) 1(1-1) 

12 Does it describe what would happen if no 

treatment is used? 

1(1-1) 1(1-1) 1(1-1) 

13 Does it describe how the treatment choices affect 

overall quality of life?  

1(1-1) 1(1-1) 1(1-3) 

14 Is it clear that there may be more than one possible 

treatment choice?  

1(1-4) 1(1-4) 1(1-5) 

15 Does it provide support for shared decision 

making?  

1(1-3) 1(1-1) 1(1-1) 

16 Based on the answers to all of the above questions, 

rate the overall quality of the publication as a 

source of information about treatment choices?  

2(2-3) 3(2-3) 3(2-4) 

1-15 Total DISCERN score 31(30-38) 35(34-36) 46(33-48) 
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Discussions 

Evaluating the quality of consumer health 

information provided by AI chatbots on NMOSD 

is a novel aspect addressed in this study. Given the 

increasing usage of these platforms, it is crucial to 

assess the accuracy and reliability of health 

information available through AI chatbots.The 

COVID-19 pandemic has markedly boosted the 

use of health-oriented chatbots, which now serve 

various functions such as answering questions, 

assessing symptoms, recommending care options, 

and facilitating tasks like booking appointments. 

These digital assistants offer several benefits, 

including the ability to deliver medical 

information drawn from extensive health datasets, 

24/7 accessibility, and immediate information 

retrieval. They are also useful for postoperative 

education, personalized health monitoring, and 

assisting with diagnostic and treatment decisions. 

However, their use comes with notable 

drawbacks, such as the potential decrease in 

human interaction, concerns about data security, 

challenges with accuracy and reliability, ethical 

considerations that need to be carefully managed 

[14–16].  

Patients with chronic diseases, in particular, are 

looking for a second opinion, support, or 

additional information about their illness [17, 18]. 

A study conducted on MS patients, one of the 

demyelinating diseases of the central nervous 

system, showed that MS patients are more likely 

to explore online resources and often turn to the 

Internet as their primary source of information 

[19]. There is no study has been conducted on this 

subject in the NMOSD patient group. NMOSD is 

not a disorder that is well-known and easily 

diagnosed also by branches other than neurology 

physicians. Since NMOSD is among the rare 

diseases, it is likely that a person will seek more 

comprehensive information in this area when 

faced with NMOSD diagnosis.  As a result, 

chatbots are likely to appeal to this group as a 

valuable tool for obtaining information and 

support. At this point, accessing accurate, reliable, 

and understandable information is of great 

importance. 

The quality and accuracy of information provided 

by healthcare chatbots can vary significantly. Our 

study revealed that the information from AI 

chatbots generally ranged from low to moderate 

quality, with poor to moderate reliability and 

understandability. On the other hand, studies have 

shown that AI chatbots may have difficulty 

conveying information about NMOSD in a way 

that the average person can easily understand [20, 

21]. This finding suggests that AI chatbots use 

medical terminology that may not be useful to the 

lay audience. Furthermore, 2 out of 3 chatbots 

may have difficulty conveying complex medical 

information, as they do not adequately use visual 

aids such as figures and tables. Some chatbots 

lacked scientifically based references and 

occasionally generated non-existent references 

when asked. Additionally, many references were 

outdated, failing to reflect recent developments in 

the healthcare field. Moreover, none of the AI 

chatbots addressed important aspects such as 

treatment side effects, potential consequences of 
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forgoing treatment, impacts on quality of life, or 

shared decision-making. To enhance the 

applicability and reliability of information from 

AI chatbots, it would be useful to present up-to-

date, scientifically based content in clearer, more 

understandable language and to include features 

that support shared decision-making in new 

versions.  

Since artificial intelligence chatbots have limited 

demographic, clinical, laboratory, and radiological 

information about users, more personal data may 

need to be shared for correct diagnosis and 

treatment, which will bring about some ethical and 

security problems [16]. 

The limitation of our study is that, as the chatbots' 

own search trends are not publicly accessible, the 

research examined AI chatbot reactions to 

commonly searched topics on Google Trends. 

More investigation is required to assess ongoing 

conversations with more intricate queries, 

information accuracy from paid AI chatbots, and 

the impact of using different words and sentence 

structures on response quality. 

In conclusion, AI chatbots should be considered a 

supplementary resource rather than a substitute for 

healthcare professionals lacking human empathy 

and experience. Before their full integration into 

the medical field, it is essential to address the 

accuracy and reliability of these technologies. 

Users must critically evaluate sources from AI 

chatbots. While AICs offer easy access to 

information, they often provide unclear or error-

prone responses. Patients should be aware that 

AICs may not offer specific disease treatment 

options and instead present low-moderate-quality, 

unreliable information. It is crucial that patients do 

not base treatment decisions solely on information 

from these sources. 
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